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Isolation is a fundamental security 
primitive for computer systems.
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Performance Isolation: when many users share a computer system, a malicious 
or buggy user should not be able to consume system resources set aside for 
other users
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Processor Sharing Disk Partitions Time Division 
Multiplexing



The Internet was deployed with 
little thought for isolation between 
users L
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Slow bottleneck link



6

Slow bottleneck link
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Link capacity: 10 MbpsDownload speed: 5 Mbps



Link capacity: 10 MbpsDownload speed: 5 Mbps
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Link capacity: 10 Mbps

Download speed: 5 Mbps

Download speed: 5 Mbps
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Link capacity: 10 Mbps

Download speed: 6 Mbps

Download speed: 4 Mbps
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Link capacity: 10 Mbps

Download speed: 1 Mbps

Download speed: 9 Mbps
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Congestion Control Algorithm: code that runs at the sender to decide when to 
speed up transmission and when to slow down

Link capacity: 10 Mbps

Download speed: 1 Mbps

Download speed: 9 Mbps
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Congestion Control Algorithm: code that runs at the sender to decide when to 
speed up transmission and when to slow down

New Reno Cubic BBR

Copa PCC Vivace Compound



Unfair outcomes can occur when 
different congestion control 
algorithms compete.
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Unfair outcomes can occur when 
different congestion control 
algorithms compete.
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ABSTRACT
BBR is a new congestion control algorithm (CCA) deployed for Chromium
QUIC and the Linux kernel. As the default CCA for YouTube (which
commands 11+% of Internet tra�c), BBR has rapidly become a major
player in Internet congestion control. BBR’s fairness or friendliness to
other connections has recently come under scrutiny as measurements
frommultiple research groups have shown undesirable outcomes when
BBR competes with traditional CCAs. One such outcome is a �xed,
40% proportion of link capacity consumed by a single BBR �ow when
competing with as many as 16 loss-based algorithms like Cubic or
Reno. In this short paper, we provide the �rst model capturing BBR’s
behavior in competition with loss-based CCAs. Our model is coupled
with practical experiments to validate its implications. The key les-
son is this: under competition, BBR becomes window-limited by its
‘in-�ight cap’ which then determines BBR’s bandwidth consumption.
By modeling the value of BBR’s in-�ight cap under varying network
conditions, we can predict BBR’s throughput when competing against
Cubic �ows with a median error of 5%, and against Reno with a

nearly starving for bandwidth. This phenomena was �rst explored
in [11] and BBRv2 is expected to patch the problem [7].1

In residential capacity links (e.g. 10-100Mbps) with deep bu�ers,
studies [4, 9, 14, 16, 17] have generated con�icting reports on how
BBR shares bandwidth with competing Cubic and Reno �ows.
We [17] and others [9, 14] observed a single BBR �ow consum-
ing a �xed 35-40% of link capacity when competing with as many
as 16 Cubic �ows. These �ndings contradict the implication of early
presentations on BBR [4] which illustrated scenarios where BBR
was generous to competing Cubic �ows. In short, the state of af-
fairs is confusing, with no clear indication as to why any of the
empirically observed behaviors might emerge.

The contribution of this paper is to model BBR’s behavior when it
competes with traditional, loss-based congestion control algorithms
in residential, deep-bu�ered networks (studies [12] suggest that
residential routers typically have bu�er depths 10-30⇥ a bandwidth-
delay product for a 100ms RTT). The key insight behind our model
is that, while BBR is a rate-based algorithm when running alone,
BBR degrades to window-based transmission when it competesmedian of 8%.

1 INTRODUCTION
In 2016, Google published a new algorithm for congestion control
called BBR [4, 5]. Now deployed as the default congestion control
algorithm (CCA) for Google services including YouTube, which
commands 11% [13] of US Internet tra�c, BBR consequently im-
pacts a large fraction of Internet connections today. In this short
paper, we focus on BBR’s behavior – ‘fairness’ or ‘friendliness’ –
when competing with legacy, loss-based CCAs such as Reno or
Cubic.

We are not the �rst to investigate BBR’s properties when com-
peting with traditional loss-based CCAs. Experimental studies have
noticed two key phenomena. First, in shallow-bu�ered networks,
BBR’s bandwidth probing phase causes bu�er over�ows and bursty
loss for competing �ows; these bursts can lead to Cubic and Reno

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for pro�t or commercial advantage and that copies bear this notice and the full citation
on the �rst page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior speci�c permission and/or a
fee. Request permissions from permissions@acm.org.
IMC ’19, October 21–23, 2019, Amsterdam, Netherlands
© 2019 Association for Computing Machinery.
ACM ISBN 978-1-4503-6948-0/19/10. . . $15.00
https://doi.org/TBA

with other �ows. BBR’s window is set to a maximum ‘in-�ight
cap’ which BBR computes as 2 ⇥ RTTest ⇥ Btlbwest , for RTTest
and Btlbwest , BBR’s estimates of the baseline RTT and its share of
bandwidth.

While the original BBR publication presented the in-�ight cap
as merely a safety mechanism – included to allow BBR to handle
delayed ACKs [5] – this mechanism, unexpectedly, is the key factor
controlling BBR’s share of link capacity under competition. Our
model focuses on how BBR estimates its in-�ight cap under di�erent
network conditions; by computing what we expect BBR’s in-�ight
cap to be, we can predict BBR’s share of link capacity for long-
lived �ows. The size of the in-�ight cap is in�uenced by several
parameters: the link capacity and latency, the size of the bottleneck
queue, and the number of concurrent BBR �ows. But, notably absent,
the number of competing loss-based (Cubic or Reno) �ows does not
play a factor in computing this in-�ight cap. Hence, BBR’s sending
rate is not in�uenced by the number of competing traditional �ows;
this is the reason behind reports that BBR is ‘unfair’ to Cubic and
Reno in multi-�ow settings [9, 17].

In what follows, we discuss our testbed in §2 and early measure-
ments of BBR’s ‘fairness’ or ‘friendliness’ in §3. We then provide a
primer on the BBR algorithm in §4. We then develop our analysis
of BBR in §5 along with an explanation of BBR’s convergence to
40% of link capacity. We connect our results to related work in §6
and and conclude in §7.
1BBRv2 has very recently been released; in this paper we focus on BBRv1 which was
the only version available at the time of this study.
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B
y all accounts, today’s 
Internet is not moving data 
as well as it should. Most 
of the world’s cellular 
users experience delays of seconds to minutes; 

public Wi-Fi in airports and conference venues is often 
worse. Physics and climate researchers need to exchange 
petabytes of data with global collaborators but find 
their carefully engineered multi-Gbps infrastructure 
often delivers at only a few Mbps over intercontinental 
distances.6 

These problems result from a design choice made 
when TCP congestion control was created in the 1980s—
interpreting packet loss as “congestion.”13 This equivalence 
was true at the time but was because of technology 
limitations, not first principles. As NICs (network interface 
controllers) evolved from Mbps to Gbps and memory chips 
from KB to GB, the relationship between packet loss and 
congestion became more tenuous. 

Today TCP’s loss-based congestion control—even with 
the current best of breed, CUBIC11—is the primary cause 
of these problems. When bottleneck buffers are large, 

NEAL CARDWELL

YUCHUNG CHENG

C. STEPHEN GUNN

SOHEIL HASSAS YEGANEH

VAN JACOBSON

Measuring  
bottleneck 
bandwidth  

and round-trip 
propagation  

time

In 2016,                 released a new 
congestion control algorithm called 
BBR.

They open-sourced the algorithm, and 
deployed it as the default CCA for

networks



Early measurement studies suggested that BBR was generous to traditional, 
widely-deployed algorithms like Cubic and Reno.
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Figure: 1 BBR vs. 1 Cubic. 
(10 Mbps network, 32 BDP queue)

Reference: N. Cardwell, et.al. 2016. BBR: Congestion control. In
Presentation at IETF97
.

BBR is fair to Cubic in 
deep-buffered networks.

1 Cubic: 60%

1 BBR: 40%



But measurements in our testbed showed that sometimes BBR was quite unfair 
to traditional algorithms.
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Figure: 1 BBR vs. 16 Cubic. 
(10 Mbps network, 32 BDP queue)

BBR is fair to Cubic in 
deep-buffered networks.

BBR is unfair to Cubic in 
deep-buffered networks.

Figure: 1 BBR vs. 1 Cubic. 
(10 Mbps network, 32 BDP queue)

Reference: Ware et. al. The Battle for Bandwidth: Fairness and 
Heterogenous Congestion Control. Poster at NSDI 2018. 

1 Cubic: 60%

1 BBR: 40%

Each Cubic: 3.75%

1 BBR: 40%
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But measurements in our testbed showed that sometimes BBR was quite unfair 
to traditional algorithms.

Figure: 1 BBR vs. 16 Cubic. 
(10 Mbps network, 32 BDP queue)

How can we explain these results?

Figure: 1 BBR vs. 1 Cubic. 
(10 Mbps network, 32 BDP queue)

BBR is fair to Cubic in 
deep-buffered networks.

BBR is unfair to Cubic in 
deep-buffered networks.

Each Cubic: 3.75%

1 BBR: 40%

1 Cubic: 60%

1 BBR: 40%



We derived the first mathematical models to understand BBR’s behavior.
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Mathis equation for TCP Reno’s 
throughput

Padhye equation for TCP Reno’s 
throughput
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We derived the first mathematical models to understand BBR’s behavior.

Mathis equation for TCP Reno’s 
throughput

Padhye equation for TCP Reno’s 
throughput

Our equation for BBR’s 
throughput Can we build a model?
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Mathis equation for TCP Reno’s 
throughput

Mathis equation for TCP Reno’s 
throughput

Padhye equation for TCP Reno’s 
throughput

Padhye equation for TCP Reno’s 
throughput

Our equation for BBR’s 
throughput

We derived the first mathematical models to understand BBR’s behavior.



Our model can predict BBR’s throughput when competing against Cubic flows 
with a median error of 5% and against Reno with a median of 8%.

23Figure: N BBR vs. 1 Cubic (10 Mbps network) Figure: N BBR vs. 1 Reno (10 Mbps network)



Our model shows BBR’s throughput does not depend on the number of 
competing loss-based flows.
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Mathis equation for TCP Reno’s 
throughput

Mathis equation for TCP Reno’s 
throughput

Padhye equation for TCP Reno’s 
throughput

Padhye equation for TCP Reno’s 
throughput

Our equation for BBR’s 
throughput

None of these variables depend on 
the number of loss-based flows!



Our insights informed the designers of BBR who came out with  a new and 
improved version of BBR– in part designed to be more fair to competitors. 
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BBR v2

A Model-based Congestion Control 
Neal Cardwell, Yuchung Cheng,

Soheil Hassas Yeganeh, Ian Swett, Victor Vasiliev,

Priyaranjan Jha, Yousuk Seung, Matt Mathis

Van Jacobson

https://groups.google.com/d/forum/bbr-dev

1IETF 104: Prague, Mar 2019

Hooray!



Except… what about novel CCAs and 
services that are not open sourced?
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Prudentia: a testbed for measuring Internet services’ fairness and the harm 
that competing services cause each other

27

service at k Mbps

delay by j millisecondsServers Client

BESS Node
Internet



Prudentia: a testbed for measuring Internet services’ fairness and the harm 
that competing services cause each other
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service at k Mbps

delay by j millisecondsServers Client

BESS Node
Internet

Rukshani is applying for PhD programs!



Programmable Switch: lets us emulate different network conditions, making the 
network behave like a home broadband connection or a 3G cellular link
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service at k Mbps

delay by j millisecondsServers Client

BESS Node
Internet



Public Internet Services: we connect to the Internet “through” our emulated 
network to various public Internet services forcing their traffic to share the same 
congested bottleneck
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service at k Mbps

delay by j millisecondsServers Client

BESS Node
Internet



Which video platform gets better 
service when the two compete for 
bandwidth?
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Do some services cause more 
“harm” or damage than others?

32



How  can we decide that a new 
Internet service is “too harmful”?
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Prudentia: a testbed for measuring Internet services’ fairness and the harm 
that competing services cause each other

Come to next year’s Cylab Conference to learn what we find J
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